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❑ Local convergence analysis recovers the exact rate of linear convergence of GD
for matrix completion.

❑ Integrating structural constraints is the key to obtain the convergence rate for
constrained nonlinear difference equations.

❑ It is interesting to extend the analysis to the non-symmetric case and make
connection to existing works on the global convergence.

Check our full paper at https://arxiv.org/abs/2102.02396
Further results on local convergence analysis at https://trungvietvu.github.io/

❑ Maximum likelihood estimation of covariance 

matrices in Gaussian graphical models

❑ Density matrix completion in quantum state 

tomography

❑ Low-rank approximation of correlation 

matrices in finance and risk management

❑ Solving non-symmetric case using symmetric 

case via semidefinite lifting

Loose global convergence analysis!
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𝐴𝑣 = 𝑣 for all 𝑣 s.t. 𝑆𝑣 = 0

⇒ 𝜌 𝐴 ≥ 1 !
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